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Introduction 

• SDN is a novel solution to data communication and networking [1].

• Instead of configuration, network infrastructure, they are programmed 
to perform.

• SDN is a three-tier network architecture [2][3].

• The applications are at the highest level known as application.

• The middle level houses the controllers that manages the traffic [2][3].  

• The lowest level consists of network devices that forms the 
infrastructure.

• Architecture of SDN is given in Fig 1 in the next slide.
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Fig.1 Showing the architecture of SDN
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Priorities of SDN

• Controller management [4].

• Resource management [5].

• Security of SDN based networks. 

• Attacks and sabotage on SDN based systems [6][7].

✓Unlike conventional network SDN has migrated the control plane to a 
centralized resource leaving data plane distributed.

✓Hence, Security of the SDN especially SDN controller is very 
important.
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Security Issues related to SDN Controllers

SDN controllers are severely prone to attacks such as:

• Denial of Service (DOS),

• Replay attacks, 

• Spoofing, etc. 

SDN controllers are vulnerable because:

• Communication between controller and devices uses OpenFlow protocol
[8].

• Managing traffic through south bound API increases vulnerability as these
can be manipulated [9].

• Resource access is given higher priority compared to security [10].
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Review Work

• Rossem et. al. deployed an elastic routing capability in an SDN / NFV enabled
environment, but security is a major loophole in design [11].

• Boite et. al. proposed a stateful monitoring of SDN for DDOS attacks[12].
Authors did little work for controller-switch security and other types of
controller attacks.

• Fan and Fernandez elaborated a TCP connection handover mechanism for
hybrid honeypot systems which sacrifices to understand the attacks [13]. No
mitigation proposal was given.
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Review Work

• Dutta and Chatterjee proposed controller failure remedy using a Backup and
Restoration System (BRS) [14]. A solution for both failure of standalone
controller as well as controller placement problem in multiple controller
environment. However, security issues are managed in a feeble manner.

• Dutta et. at. proposed a comprehensive solution with BRS in SDN [15].
Performance of the overall system is analyzed and an improvement with
deployment is obtained in terms of throughput, packet drop, etc. However,
unavailability of High Available Redundant Controller is a major limitation.
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Research Gap & Problem Statement

• A limited work in the high-available controller environment using BRS with
limited existence.

• Dutta et. at. proposed a comprehensive solution with single controller and
BRS in SDN. However, High Available Redundant Controller is absent.

Hence a requirement of Redundancy is controller is the prime motivation for
this research.
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Proposed Technique

• Redundant or high-available controllers for individual subnet

• Each subnet will house two controllers one as master and the other
as slave

• Slave is directly connected to the infrastructure and communicate
using south bound API

• Slave connected to master using uplink.

• Fig 2 shows the deployment in multi subnet environment
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Fig. 2. Schematic diagram of multi-controller multi-subnet SDN with BRS.
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Controllers in ordinary and extraordinary situation

✓Ordinary situation is when both controllers are working in specified roles

✓Extraordinary situation arises with occurrence of one of the following 
conditions:
• The slave controller is down due to succumb to an attack or may breakdown due to 

hardware / software failure.

• The master controller is down due to an attack or hardware / software failure.

• Both master as well as the slave controller is down in a subnet due to attack or failure.
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Measures in extraordinary situation
• The slave controller is down due to succumb to an attack or may breakdown

due to hardware / software failure.
Sol: The master will forward the traffic rules and manages the subnet

• The master controller is down due to an attack or hardware / software
failure.

Sol: The slave will continue to work without updating the current state of subnet to
BRS. Hence, master controller of adjacent subnet is assigned to update BRS

• Both master as well as the slave controller is down in a subnet due to attack
or failure.

Sol: Master of an adjacent subnet will be assigned to forward traffic rules.
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Results

Sl. 

No.

Criteria Existing system 

(without BRS)

Standalone system 

(with BRS)

Proposed system 

(with HA Controllers)

Remarks

1 Backup support Within the Controller 

database

Centralized backup Centralized backup and in 

Master controller

Better

2 QoS Moderate Better QoS Better QoS Better

3 Performance Lack of Robustness Moderate Robust Architecture More advance

4 Reliability Less Moderate Highly reliable More reliable

5 Data loss May cause data loss No loss in-case 

controller fails

No loss in case controllers 

fails

Reliable 

6 Maintenance Require instance 

maintenance

Have time for 

maintenance

Have sufficient time for 

maintenance

Spare time 

available

7 Cost Less costly Cost for BRS Cost for BRS and HA 

controllers

One-time high 

expenses
8 Efficiency Resource not available 

in case of failure

Moderately available Highly available More efficient

9 Adaptability Not fault adaptive Fault adaptive Fault tolerant Better adaptive

10 Security Less secured Moderately Secured Proactive security 

measures

More secured

Table 1. Benefits of proposed system with existing systems with and without BRS.
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Conclusion and Future Scope

• A system proposed with HA controller arranged in master-slave
configuration along-with a BRS to improve the overall reliability

• It is obvious to incur more cost for multiple controllers for individual
subnet with BRS.

• This additional cost may be justified with higher reliability, better
management of controllers in ordinary and extraordinary situation.

• In future, the authors will try to address the security measures taken
for communication between the master and slave controllers.
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